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A collaborative filtering-based recommender 
system alleviating cold start problem 
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Abstract— Recommender systems are making their presence felt in a number of domains, be it for ecommerce or education, social networking etc. With 
huge growth in number of consumers and items in recent years, recommender systems face some key challenges. These are: producing high quality 
recommendations and performing many recommendations per second for millions of consumers and items. New recommender system technologies are 
needed to scale themselves for new items as well as in new user in the system in order to get high quality recommendations. In this thesis, we focus on 
collaborative approach-based recommender systems to solve the issue of cold start problem. We have compared multiple algorithms which aim to solve 
cold start problem and proposed a new hybrid algorithm. This new algorithm is implemented on Movie-Lens 1Million Dataset. 

Index Terms— Collaborative, Hybrid algorithm, Recommender systems, Movie-Lens 
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1. Introduction 
 

With increasing information over the internet there are 

plenty of options available for the users to choose from. 
Recommender Systems or Recommendation Systems (RS) 
filter information to help user identify items suited for their 
preferences. Items are recommended using past purchases 
or preference of users.  
 
 
 
Content- Based Systems 
 
These systems analyze the features of recommended items. 
For example, an Amazon prime video user has viewed a 
number of gangster movies, then "gunslinger" genre 
movies should be recommended to him from database in 
the database. 
 
 
 
Collaborative-Filtering Systems 
 
Based on similarity metrics between users or items, 
collaborative filtering systems recommend items. The items 
which are recommended to a user are the ones that similar 
users prefer for example a collaborative filtering 
recommendation system for Amazon prime video tastes 
could predict which Amazon prime show a user would like 
given a list user’s likes and dislikes. 
 

Given below diagram illustrates the flow of process in this 
paper. 
 

 
 
  Fig 1. Process Flow 
 
 
2. Collaborative filtering 

 

Collaborative filtering is one of the most important and 
popular algorithms that usually predict the rating of the 
particular user based on similarity between users. Algorithm 
works on the principal that if some user rated an item with 
similar rating they might rate other items with similar 
ratings as well. The similarity between users and/or items is 
obtained through common similarity measures such as 
cosine or adjusted cosine, Pearson correlation etc. 
One of the benefits of considering like-minded users to make 
recommendations is that they overcome the "over-
specialization" problem. Overly specialized means that the 
recommended items are always of the same type. Focusing 
on user ratings rather than content helps avoid such a 
problem. 
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The general collaborative filtering framework consists of the 
following three steps [18]: 

a. Data Collection 
b. Pre-processing 
c. Collaborative 

 

3. Challenges and attack to collaborative 
filtering  

Recommendation system are not perfect and hence are 
prone to many types of attacks and challenges within 
themselves. Many of the major issues in CF systems are 
mentioned below 

 
3.1 Data sparsity problem 

  
CF's principle is to aggregate like-minded user’s ratings. 
However, because of user’s absence of knowledge or 
incentive to rate items the reported user rating matrix is 
generally very empty. 
 
This issue will prohibit effective recommendations from 
being made by the CF because the preference of users is 
difficult to extract. 
  

3.2 Cold start problem 
 
One of the major challenges in RS is to suggest item to user. 
To recommend item to user the RS needs to look into user’s 
purchase history but in case of a new user no such history is 
present hence suggestions are inaccurate. In CF based 
system similarity for new users cannot be established. Some 
basic solution to such problem involves forcing new user to 
rate few items before he can start purchasing. 
 
 

3.3 Changing data set  
 
The database is constantly growing leading to the problem 
of always changing data set. 
 
  

3.4 Shilling attacks  
 

In a SA user are inserted into system to provide fake or 
biased ratings to item, these fake ratings can make even bad 
products to be highly recommended by system. [7] [9].  
 
 

3.5 Gray sheep problem  
 

Some users have very different interest when it comes to 
item ratings and since CF works by comparing similarity of 

users it becomes difficult to recommend item for a Grey 
sheep user 
 

3.6 Long tail issue 
 

Recommendation system do not provide users with many 
options since all recommendations will be based user’s 
purchase history this causes recommendations for only 
popular products leading to diversity in suggestions 
problem. 
 

 
 
 
 

4. Cold start problem 
 

It is hard to recommend new items to user as no information 
about his previous purchase history is available. There are 
multiple methods to solve this challenge but all revolve 
around taking some initial preferences from the new user, 
without these initial information useful suggestions cannot 
be made. This problem is commonly known as the cold start 
problem in recommendation system. When we talk about 
cold start problem regarding CF system, all suggestions are 
based on similarity among users/items. One of the 
Technique to solve cold start problem in CF RS is “ask-to-
rate”. When a new user registers into the system he is asked 
rate few items or give a list of his preferences for items. In 
this way system can gain some initial information to 
recommend correct items to him. Another solution is, 
initially a new user is provided with inaccurate suggestion 
than according to his ratings on those suggestion his new 
preferences will be determined. In this way accuracy for 
recommendations will improve gradually. 
 

4.1 Popularity strategy 
 

 

In this method most popular items from the system are 
presented to the user. Popularity of an item can be derived 
as the number of users who have rated the item. The item 
which is rated by max no. of user can be considered as most 
popular. It can very well be the case where even the most 
popular item with the most negative ratings. Popularity of 
an item can be defined as 

( )t tPopularity a a=
 (1) 

 
In this equation |at| refers to the number of users who have 
rated that item T. This strategy is easy to implement but does 
not give much useful information as most of user have rated 
the popular item, so we cannot draw a specific user profile 
based on most popular item especially in CF systems. 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 10, Issue 9, September-2019                                                                                      29                                                                                    
ISSN 2229-5518 
 

 

IJSER © 2019 
http://www.ijser.org 

 

 
4.2 Random strategy 

 
In this method items are selected in random manner and 
presented to the user for rating. This approach is not 
effective as the user may not have any idea about the items 
he is required to rate. It is one of the basic approaches for 
cold start problem. 
 
 
 

4.3 Pure entropy 
 

Entropy is the measure of randomness in data. In this 
method we present users with items having mixed ratings so 
that system is easily able to draw user profile. The items 
presented are arranged in a descending order of entropy and 

then presented to the user in non-increasing order. i
p

Where i
p

 is rating for an item. Below is mentioned pseudo 
code for entropy calculation 
 

( ) 5

1
logt i ii

Entropy a p p
=

= − ∗∑  (2) 
 

 

 
4.4 Balanced strategy 

 
In this method we use both popularity and entropy method 
in combination. Popularity ensures that ratings from users 
are high and entropy ensures that there is still randomness 
in items presented for survey 
 

4.5 HELF (Harmonic mean of Entropy and 
Logarithm of Frequency)  

 
Harmonic mean of entropy and Logarithm frequency. In this 
strategy harmonic mean of Entropy and Frequency is 
calculated. Normalization of Entropy and Frequency is also 
done so that no one factor and dominate the other 
 

HELF value of ia  is calculated as: - 
 

            

( )
( )

2 ' '
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i

i

i

a i
a

a i
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LF H a
∗ ∗
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                  (3) 

Where, 
'

iaLF
 is logarithm of the frequency or popularity of 

ia  and is normalized by the factor ( )( ) ( )|:| | (| |/| )lg U ilg a lg U ,  

Similarly, ( )' iH a
is the entropy of ia  and normalized by a 

factor of ( ) ( ) ( )5 : /lg iH a lg 5  
 

4.6 Item based cold start problem 
 
 The new items added to the system are generally excluded 
while making recommendation and are not presented to 
new users for initial preference. The reason they are 
excluded is since these items are new and no user has any 
preference for it. To solve this problem a set of users can be 
selected and persuaded to rate these new items. 
 
 

4.6.1 Market based approach 
 
We consider at a time t there is a set of new items It., We also 
associate a cost with getting a user’s to rate an item. We want 
to maximize the reach of an item while minimizing the 
overall cost selecting the users this is known as the market 
based approach [15]. We consider at a time t there is a set of 
new items It, also an overall budget is dedicated for all new 
items. Users are selected on the basis of budget and influence 
of a user with respect to the item. 
 
Here an earn-per-rating (EPR) list is constructed for each 
user from which user can choose and provide a rating for a 
payment. Every new item is placed in a user’s EPR list 

using an item rank. The rank 
t
akl  for an item ki  in a 

 User ( au ) EPR list. 
t
al  Is function of the bid price for an 

t
kb  

and the rate of uptake of the item 
t
kru  at a time t . 

Rate of uptake is 
 

1

( )
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t

a k

t
a k

t
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u Ut
k t
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u U

pu l
ru

pu l
∈

∈

 
 
 =  
 
  

∑

∑
           (4) 

This rate of uptake is average appeal of an item while 
selection by a user. This appeal of an item gives us the new 
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item which has maximum influence. Thus, new items with 
high rate of uptake can be used for initial screening of a 
new user. 
 

4.6.2 IBCTAP algorithm 
 
In IBCTAP algorithm [5] a cluster is formed of items using 
user-item matrix. The item are partitioned into a group 
based on similar user liking and we combine this 
information to build a decision tree to form an association 
between new and old items. The algorithm IBCTAP has 4 
main steps 
 
 
 
 
a) Item clustering 
 
b) Decision tree building 
 
c) New item classifying 
 
d) Ratings predictions 
 
 

 
 

a. Item clustering 
 

K means algorithm is used to form cluster of items which are 
similar it is often the case when user having a preference of 
item in one cluster will also have a preference of item in same 
cluster. Initially k centroid are initialized using K -means 
algorithm and uses a similarity algorithm to form clusters. 
Pearson correlation coefficient is used to find similarity 
between items. Generally, items will have high correlation if 
user liked both items. Using this assumption all items which 
are liked a by users with same taste will be same cluster. 
 

b. Decision tree building 

 
Standard Decision Tree building algorithms are used like 
ID3 and C4.5 which work on the principal of information 
gain. All items have set of features as described above, for 
database like Movie Lens 100k each movie item can have 
features like director, producer, actors etc. A decision tree is 
built for item based on these attributes the algorithm decides 
which feature needs to be selected for splitting up the node. 
The splitting on an attribute is performed only in true and 
false fashion. Entropy for each item is calculated followed by 
information gain, if information gain increased the 
corresponding feature then it is selected for splitting [6]. 
After each such splitting system proceeds further to see if 
nodes can be divided or not. Below is a simple example to 
show a decision tree for such system, where squares show 
available decisions and circle represents the cluster number. 
 

 
  Fig 1: Decision Tree 
 

c. New item classifying  
 
 
Whenever a new item enters the system which no one has 
rated yet IBCTAP algorithm classifies it into a cluster using 
the decision tree and decision algorithm. For example, if an 
item i arrives in the system it goes to the root of the decision 
tree. If the item i is a movie of comedy genre it will go to 
cluster 1. Therefore cluster 1 will contain all movies of 
comedy genre. In reality this decision tree is not so simple 
and contain a lot of nodes and clusters as movies can have a 
lot of item features and separate path for decisions. A worst 
situation can be when an item i goes to more than one 
clusters where it becomes difficult to group the new item 
with already present items. 
 

d. Rating items 
 

Clustering of items with similar features ensures that if a 
user like one item in that a cluster he will also prefer other 
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items in the same cluster since they all have similar features. 
Hence the item is recommended to a user by below equation 
 
               ( ), 1

i

c cf
a i rp rβ β−= + − ia                             (5) 

Where ir  is the mean rating of the active user “a” in that 
cluster for whom recommendation needs to be made and 

cfr  is the Pearson correlation coefficient among ratings. 
Where β is the constant for balancing extremely cold start 
situation. The Pearson correlation coefficient can find 
similarity between item i  and other items for an active user 
“a”. 
 
 

               
,

,

( , )

( , )
a jj I

a i
j I

r sim i j
p

sim i j
∈

∈

⋅
=
∑
∑

           (6) 

 
 

5. The proposed framework 

 
5.1 Architecture of the proposed system 

 
In the proposed framework a genre-based clustering is used 
where all users will be clustered based on their preference 
over the genre. K-means algorithm is used to perform this 
clustering. Clustering can be done on singular genre or 
group of genres, here we are forming clusters on a single 
genre. Dataset used for testing proposed framework is 
Movie-Lens 1million dataset. It is comprised of movie and 
movie ratings given by users. In approach used in [6] focuses 
on alleviating new item cold start problem using K-means 
on item similarity followed by a decision tree for every item. 
Algorithm in [6] does not work very well if new user also 
enters the system. Algorithm fails when items fall into more 
than one clusters. Proposed Framework works for both new 
user in system as well as new Item in the system. 
  

 
 
 

Fig. 2 Architecture of the Proposed System 
 

We start by taking initial user-item matrix and perform K- 
means upon it based on Item features which is Movie genre 
for this dataset after that we take new user/item preference 
into account and merge the clusters to obtain similar users. 
The list of similar users is used for recommending 
 
New User: If algorithm is applied for a new user the 
resulting list of user Id corresponds to all user who have 
similar preference to new user. Thus, these users rated items 
can be recommended to the new user. 
 
New Item: If algorithm is applied for a new item the 
resulting list of user id based on item features corresponds 
to all user to whom this item can be recommended. 
 
 

5.2 Proposed algorithm 
 
The pseudo code of the proposed system is described below 
 
 
Input: user-item matrix 
 
Output: user list 
 
Steps: 
 
1.) Find all Different features for an item 
 
2.) Apply K-means clustering on every feature 
 
3.) Take Preference of New Item or New User 
 
4.) Merge Clusters according to New Item/User preference 
 
5.) Obtained User list signify similar users in case of new 
user. 
 
6.) Obtained User list signify users to whom new item can be 
recommended 
 
7.) Stop 
 
 
When we apply K-means on single feature it groups all user 
who like that feature together and user who have rating 
less than average in another group. Merging of cluster is 
done via computing Intersection function. 
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          Fig 3: Venn diagram 
 
 

6. Implementation and results 

 
6.1 Implementation details 

 
1) Python 3.7 is used for implementation of above 

framework with SCIKIT learn library to implement K-
means algorithm. 

2) Dataset used is Movie-lens 1million containing 650 user 
and 1900 movies which contains 1 Million edges in from 
of user ratings where each is movie rated from rating 1-
5. Following is representation of data in dataset. 

 
 
 
 

 
 

Fig. 4 First 5 rows and columns of the dataset 
 
 
 
 

6.2 Results 
 
While clustering over an item feature below graph gives us 
a visual representation of how users are separated based on 
their ratings on a feature. For movie genre set to romance 
following is the resultant from clustering. 
 

 
 Fig 5 Plot for average romance user ratings 
 
For average user ratings over romance genre it can be seen 
that after average rating of 3 is a crucial point where user 
below average rating 3 can be considered as user who do not 
like this genre and users above 3 are the user who prefer this 
genre. Similarly, for other genres 
 

 
 Fig 6. Plot for average Drama user ratings 
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                   Fig 7. Plot for average crime user ratings 
 
Both Drama and Crime genre similarly show separation 
points at 2.4 and 2.0 average ratings. As a result, clustering 
on item features leads to solution for both new user and new 
item problem. 
 
 

7. Conclusion 
 
Cold start problem is one of the most common challenges in 
CF system, most of the traditional approaches relied upon 
conducting initial survey from new user so that similarity 
can be drawn. Such approach relies majorly upon the quality 
of the survey conducted, if item selected for survey are not 
optimal it will further lead to incorrect recommendation 
from the system. Several approaches formed in item 
selection for such survey but led solution to new user 
problem. Another part of cold start problem is new item in 
the system. In recent study and research conducted 
mentioned in Table 1 directs toward the use of item features 
to resolve cold start problem along with clustering or 
decision tree. In this thesis, approach of item feature 
clustering led to solution for cold start users and items in a 
single algorithm. The merging of multiple clusters into one 
led to recommendation even over more than one item 
features. In conclusion K-means algorithm over item feature 
clustering results in cold start problem solution in 
collaborative recommendation system 
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